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Numerical study on sandbar migration under the interaction of waves and undertow  1 
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Abstract: Because wave-undertow interactions in the surfzone were neglected or relied on too many 3 

parameters in the existing numerical models, reliable simulations of onshore-offshore sandbar 4 

migration under various wave conditions have been a challenging task. In order to understand and 5 

determine the role of this process in applications, we develop an integrated sandbar migration model 6 

that includes interactions between waves and undertow in a phase- and depth-resolving modeling 7 

approach. We also propose an empirical time-dependent turbulent eddy viscosity formulation that 8 

accounts for the phase-dependency of turbulence on flow velocity and acceleration. With these two 9 

enhancements, extensive model-data comparisons demonstrate a significant improvement to the 10 

predictive capability for the cross-shore sandbar migration beneath moderate and energetic waves. 11 

Results indicate that wave-undertow interactions play an important role in cross-shore sediment 12 

transport, with waves increasing the undertow-induced suspended load flux during offshore sandbar 13 

migration, while a weak undertow suppresses the wave-induced onshore bedload transport during 14 

onshore sandbar migration, and the present empirical time-dependent turbulent eddy viscosity can 15 

significantly improve the prediction of onshore-directed bedload transport.  16 
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Introduction 20 

Sandbars appear in many natural sandy coasts and inlets. Breaking wave energy dissipation over 21 

the sandbars can serve as a natural mechanism for beach protection. Sandbars are highly dynamic 22 

with respect to their position and shape under varying hydrodynamic conditions at different spatial 23 

and temporal scales. Gallagher et al. (1998) suggested that wave-induced undertow current moves 24 

sediments offshore,  causing offshore sandbar migration under energetic wave conditions. Hoefel and 25 

Elgar (2003) showed that stronger nonlinear waves drive the onshore sediment transport and sandbar 26 

migration under moderate wave conditions.   27 

In the prototype environment, there is a complex interaction that occurs between the high-28 

frequency waves  and the low-frequency undertow such that sediment transport is subject to the 29 

combined effects of both. Ruessink et al. (2011) showed in a recent analysis of laboratory 30 

measurements that an opposing current acting on an asymmetric wave enhanced sediment stirring 31 

during the negative flow phase, resulting in a direction-reversal of the wave-related sediment 32 

transport. The field measurements (Aagaard and Hughes 2010; Grasso et al. 2012) showed that 33 

waves can enhance the bed shear stress and sediment suspension, thus affecting the magnitude of 34 

undertow-related transport. Therefore, wave-undertow interaction is an essential physical process 35 

affecting sediment transport and seasonal variation of sandbar migration.  36 

 Several process-based models have incorporated nonlinear waves and undertow in different 37 

ways to study nearshore sediment transport and sandbar migration (e.g., van Rijn et al. 2003; 38 

Hendersen et al. 2004; Hsu et al. 2006; Ruessink et al. 2007; Zhang et al. 2011a). However, modeling 39 

of cross-shore sandbar migration under varying wave conditions remained a difficult task  due to the 40 

neglect of wave-undertow interaction in these models. For example, the mean pressure gradient that 41 

drives the undertow was excluded in the model of Henderson et al. (2004). Zhang et al. (2011b) 42 

showed this term  that represents the imbalance between depth-dependent wave radiation stress 43 
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gradient and hydrostatic pressure gradient is required to accurately predict the mean current profile. 44 

Ruessink et al. (2007) have used the UNIBEST model to successfully reproduce the observed 45 

onshore-offshore sandbar migration at three field sites by neglecting the wave-related suspended 46 

sediment transport. Kobayashi et al. (2008) have used an empirical factor to account for the reduction 47 

of suspended load transport rate due to the wave-related transport process. Hsu et al. (2006) used an 48 

ad-hoc adjustment of model parameters to determine sandbar migration.  A common feature of these 49 

earlier numerical models was the absence of wave-undertow interaction, which motivated this 50 

research.  51 

The objective of this study is to develop a process-based integrated model that includes  this 52 

essential process for improving  the predictability  of cross-shore sandbar migration under different 53 

wave conditions. We have used extensive data from a large-scale laboratory experiment to validate 54 

the model, investigated sensitivity of model parameters and examined the effects of wave-undertow 55 

interaction on sandbar migration. Presented in this paper are details of the proposed model, validation 56 

results and discussion of model performance to improving cross-shore sandbar migration.   57 

 58 

Model Description  59 

The present numerical model  consists of five sub-models: wave model, roller model, flow 60 

model, sediment transport model and bed evolution model. The integrated model simulates the cross-61 

shore distribution of the period-averaged wave characteristics, roller energy, wave set-up, as well as 62 

the phase-resolving flow velocity, sediment concentration, bed load and suspended load. Two new 63 

features included in the present model are the wave-undertow interaction and an empirical time-64 

dependent turbulent eddy viscosity formulation. 65 

Wave Model 66 
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Random wave field is assumed to be narrow-banded in frequency and unidirectional, which is a 67 

common approach for surf zone wave modeling (Ruessink et al. 2007). The root-mean-square wave 68 

height (Hrms) at each cross-shore location is calculated using the one-dimensional (1D) wave energy 69 

balance equation: 70 

 
( )w

w
gE c

D
x

∂
= −

∂
 (1)  71 

where Ew is the wave energy, cg is the group velocity, x is the horizontal coordinate (positive 72 

shoreward), Dw is the energy dissipation due to wave breaking. Dissipation is estimated according to 73 

Janssen and Battjes (2007).Linear wave theory is used to solve Eq. (1). 74 

Roller Model 75 

The breaking-induced surface roller is represented by the roller energy balance equation (Stive 76 

and De Vriend 1994): 77 
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where Er is the roller energy, c is the phase velocity, Dr is the roller dissipation, g is gravitational 80 

acceleration, β is the roller slope. 81 

The wave set-up (η ) is estimated using the depth-integrated and period-averaged momentum 82 

equation that included the excess wave roller contribution: 83 
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where Sxx is the wave radiation stress, ρ is the water density, h is the still water depth. 85 

Flow Model 86 

The intra-wave flow velocity is modeled based on the following first-order momentum equation 87 

(Zhang et al. 2011b): 88 
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∂ ∂ ∂ ∂ ∂ ∂

 (5)  89 

where u is the flow velocity, u∞ is the wave-induced free-stream velocity, vt and v are the turbulent 90 

and kinematic eddy viscosities, respectively, p is the mean pressure, blsτ is the additional mean shear 91 

stress induced by the bottom boundary layer streaming, t is time, z is the vertical coordinate (positive 92 

upward with z = 0 at the bed). 93 

In the right side of Eq. (5), the first term and the third term represent the wave-induced 94 

oscillatory and undertow-induced mean horizontal pressure gradients, respectively. The free-stream 95 

description of Elfrink et al. (2006) is used to provide u∞ which includes both velocity skewness and 96 

asymmetry. Zhang et al. (2011b) showed that the mean horizontal pressure gradient term is important 97 

for predicting the mean velocity and shear stress developed under breaking waves and currents. Using 98 

such formulation, wave and undertow are coupled and the wave-undertow interaction is considered in 99 

a phase-resolving and depth-resolving manner. This approach has been used by Zhang et al. (2011b) 100 

to describe the wave-current boundary layer hydrodynamics. In this study, it is used for the sandbar 101 

migration modeling. The streaming-induced mean shear stress gradient is valid in the bottom 102 

boundary layer and is expressed as (Reniers et al. 2004): 103 
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where δ is the boundary layer thickness, Df is the energy dissipation due to bottom friction. Both δ 105 

and Df are estimated following approach of Reniers et al. (2004).  106 

The quantity and vertical profile of turbulent eddy viscosity in surf zone are difficult to 107 

parameterize. Various formulations of vt have been used in previous studies by assuming it is depth-108 

uniform or varies over the water column based on different profiles or shapes (Spielmann et al. 109 

2004), while most of them are assumed to be time-independent within one wave cycle. A few studies 110 

pointed out that the time-independent eddy viscosity is inadequate to simulate the intra-wave velocity 111 

variation (Trowbridge and Madsen 1984). As a preliminary attempt, we introduce a new empirical 112 

time-dependent eddy viscosity formulation: 113 
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where fv is a constant, ht is the water depth below the wave trough level, u* is an effective velocity 116 

that controls the intra-wave variation of eddy viscosity. The overbar denotes period-averaging, φ is a 117 

phase-shift angle, and ω is the angle frequency. The present formulation (Eq. 7) has the following 118 

features: (1) vt is related to the roller energy dissipation thus the breaking turbulence effects are 119 

considered, (2) vt increases linearly from the bed to the wave trough level where the turbulence 120 

intensity is generally the highest, (3) the intra-wave variation of vt depends on both the wave-induced 121 

free-stream velocity and acceleration while the relative importance of these is determined by φ, and 122 

(4) the period- and depth-averaged vt is equivalent to the parameterization of Battjes (1975). The 123 

expression of u* (Eq. 8) is the same as the friction velocity formulation of Nielsen and Callaghan 124 
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(2003) used in the study of bed shear stress under skewed and asymmetric waves. This approach is 125 

utilized in the present study to describe the phase-dependency of turbulent eddy viscosity. 126 

At each cross-shore location, the mean horizontal pressure gradient ( 1/ /P xρ− ∂ ∂ ) in Eq. (5) is 127 

solved using an iterative algorithm, requiring the mean flow flux to satisfy the period-averaged and 128 

depth-integrated mass balance equation: 129 

 
0 0

0
1 tT h

w ru dzdt Q Q
T

+ + =∫ ∫  (9)  130 

 2
rms

1
12w

gQ H
c

=  (10)  131 

 2 r
r

E
cQ ρ=  (11)  132 

where T is the wave period, Qw and Qr are the mass fluxes due to wave and roller, respectively. In Eq. 133 

(10), the coefficient of 1/12 is used to account for the effect of wave nonlinearity, compared to 1/8 134 

that corresponds to linear waves. 135 

To solve Eq. (5), the non-slip condition is applied at the bed and the shear stress condition 136 

(Deigaard 1993) is used at the wave trough level: 137 

 00 ( / 30)su z z k= = =  (12)  138 
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where ks is the bed roughness, taken as 2.5d50 in which d50 is the median grain size of sediment. 140 

The present flow model describes the phase- and depth-resolving flow motion that takes into 141 

account the nonlinear wave shape, undertow and bottom boundary layer streaming, which have been 142 
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considered important processes for cross-shore sediment transport and beach profile evolution (e.g., 143 

Gallagher et al. 1998; Hoefel and Elgar 2003; Hendersen et al. 2004; Kuriyama 2010). The simulated 144 

results of intra-wave bed shear stress and flow velocity are used to drive the sediment transport 145 

model. 146 

Sediment Transport and Bed Evolution Models 147 

The period-averaged total sediment transport rate is expressed as  148 

 t b sq q q= +  (14)  149 

where qt, qb and qs are the instantaneous total, bedload and suspended load transport rates, 150 

respectively. 151 

Following Hsu et al. (2006) and Ruessink et al. (2007), the Meyer-Peter Mueller formula 152 

(Ribberink et al. 1998) is used here for the instantaneous bedload transport rate as a function of the 153 

Shields parameter (θ): 154 

 50
1.65 311 ( ) (s 1)b s crq gdθβ θ θ
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= − −  (15)  155 
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where τb is the instantaneous bed shear stress, s is the density ratio between sediment and water (s = 157 

2.65), βs is a bed-slope correction factor that hinders the upslope transport and favors the downslope 158 

transport, representing the gravity effects of sediment particles over a sloping bed, θcr is the slope-159 

corrected critical Shields parameter, below which no sediment movement is considered to take place. 160 

The expressions of βs and θcr are respectively written as (van Rijn 1993;  Ruessink et al. 2007) 161 
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where φ  is the bed repose angle (φ =30°), D* is the non-dimensional grain size (D*=d50[g(s-1)/v2]1/3). 164 

The instantaneous suspended load transport rate is expressed by integrating the product of 165 

sediment concentration and flow velocity over the depth: 166 

 t

a

h
s z

q uc dz= ∫  (19)  167 

where c is the sediment concentration, za is a near-bed reference height defined as 2d50. The temporal 168 

and spatial variations in suspended sediment concentration are solved with the vertical advection-169 

diffusion equation: 170 

 s s
c c cw
t z z z
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 (20)  171 

where ws is the settling velocity of suspended sediment and εs is the sediment diffusivity. The settling 172 

velocity is computed according to van Rijn (1993) and reduced by hindered settling in an empirical 173 

way (Richardson and Zaki 1954): 174 
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where ws0 is the settling velocity in clear water. van Rijn (2007) suggested that the suspended 176 

sediments are generally finer than the original bed by a rough relationship of ds/d50 = 0.5-1 (ds is the 177 

mean grain size of suspended sediment) even for a relatively uniform bed. We note that the 178 

suspended sediment size also depends on the local hydrodynamic condition. In this study, ds is 179 

calculated with the formula of van Rijn (2007) and is used in the estimation of ws0. The sediment 180 

diffusivity is related to the turbulent eddy viscosity by incorporating the Prandtl/Schmidt number (σp) 181 

and the turbulence damping effects (van Rijn 1993): 182 
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 (22)  183 

It is noted that the wave period-averaged eddy viscosity ( tv ) is used in Eq. (22). Based on 184 

numerical computations, we found that using the time-dependent eddy viscosity (vt,  see Eq. 7) in Eq. 185 

(22) would lead to unrealistically high sediment concentration and suspended load flux during 186 

onshore sandbar migration, which are inconsistent with the measured data. Using field data for non-187 

breaking wave bottom boundary layer, Foster et al. (2006) found that sediment suspension had an 188 

intermittent structure and was biased toward the onshore decelerating phase of the flow, while the 189 

turbulent kinetic energy was decreasing during this phase. Scott et al. (2009) reported that under 190 

breaking waves, for the erosive (accretive) conditions, only 33% (15%) of the total number of high 191 

concentration events were correlated to the steep wave events and the locally generated breaking-192 

wave turbulence events. They suggested that the non-local advection of turbulence and sediment 193 

concentration prevailed during accretive condition. These studies imply that the intra-wave variation 194 

of εs and sediment suspension may not be simply proportional to that of vt. Therefore, we have used 195 

the wave period-averaged eddy viscosity in Eq. (22) and this significantly improved the accuracy of 196 

the present model’s predictions as compared to data. 197 
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There are two boundary conditions for Eq. (20). At the top boundary, sediment concentration is 198 

zero. Near the bottom, a reference sediment concentration (ca) is specified at z = za according to 199 

Zyserman and Fredsøe (1994): 200 
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 (23)  201 

The period-averaged total sediment transport rate is used to estimate the bed evolution: 202 

 1
1

tb qz
t p x

∂∂
= −

∂ − ∂
 (24)  203 

where zb is the bed elevation, p = 0.3 is the bed porosity. 204 

 205 

Results  206 

Description of Laboratory Experiment  207 

The experiment (Guannel et al. 2009) was conducted in a large wave flume which is 104 m 208 

long, 3.7 m wide and 4.6 m deep. Irregular waves were generated and normally incident on a mobile 209 

barred beach with an initial average slope of 1/20 and d50 = 0.22 mm. The water surface elevation, 210 

flow velocity, sediment concentration and bed elevation were measured across the profile. Two major 211 

sandbar migration events were studied during the experiment (Fig. 1). At first, sandbar was moved 212 

offshore from x ≈ 64 m to x ≈ 61 m under 3.5-hour action of relatively energetic waves with a larger 213 

incident root-mean-square height (0.42 m) and a shorter peak period (4 s). During the following 214 

11.25 hours, weak waves with a smaller height (0.21 m) and a longer peak period (8 s) resulted in an 215 

onshore movement of sandbar position from x ≈ 61 m to x ≈ 68 m. 216 

Numerical Model Setup 217 
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A Crank-Nicholson type implicit finite difference scheme is employed to discretize the 218 

governing equations. The TDMA method (Thomas 1949) combined with the Newton-Raphson 219 

iterative algorithm are applied to solve the nonlinear system of differential equations. A uniform 220 

mesh in the cross-shore direction was used with a grid spacing of 0.5 m. In the vertical direction, 100 221 

stretched grids were distributed by allowing grid spacing to increase logarithmically from the bed to 222 

the wave trough level. In this way, a finer spatial resolution was obtained near the bed, where the 223 

vertical gradients are particularly high. These numerical schemes have been successfully used in 224 

previous studies of near-shore hydrodynamics and sediment transport (Zhang et al. 2011a,b). The 225 

time steps for intra-wave flow and sediment computation were 0.04 s and 0.08 s for offshore and 226 

onshore migration, respectively. The time steps for morphological update were 4 s and 8 s for 227 

offshore and onshore migration, respectively. The measured wave height and mean water level at x = 228 

49 m were used to drive the model given that sediment transport and bathymetric change were active 229 

only shoreward of this location. The model calibration parameters include the roller slope (β), the 230 

scaling constant (fv) and the phase-shift angle (φ) for turbulent eddy viscosity, and the 231 

Prandtl/Schmidt number (σp). The values of calibrated parameters are listed in Tab. 1. It is noted that 232 

we did not intend to seek for the same parameter set for both cases. These two tests cannot 233 

demonstrate the general model predictability of our model. In addition, we did not use a parameter 234 

optimization algorithm as in the studies of Ruessink et al. (2007), which was not considered because 235 

in this study we deal with multiple issues including the prediction of bed evolution, wave height, 236 

flow velocity, sediment concentration and transport rates, and so on. The parameters values in Table 237 

1 provided good predictions of hydrodynamics and morphodynamics for both cases. Further 238 

parameter tuning will not affect the main findings of this study. 239 

Model Results 240 
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Figure 2 shows model predicted wave height, wave set-up, undertow velocity, wave velocity 241 

skewness, wave velocity asymmetry, sediment concentration, suspended load transport rate, bedload 242 

transport rate, total transport rate, and beach profile evolution. Measured (circles and dotted lines) 243 

and modeled (solid lines) results are presented in panels (a)-(j) for the offshore sandbar migration and 244 

in panels (k)-(t) for the onshore sandbar migration. The root-mean-square wave height is shown in 245 

panels a and k, and wave set-up in b and l. The depth-averaged undertow velocity is shown in c and 246 

m, wave velocity skewness in d and n (estimated according to Doering and Bowen 1995), and wave 247 

velocity asymmetry in e and o (estimated according to Kennedy et al. 2000).  The depth-integrated 248 

sediment concentration is shown in f and p, suspended load transport rate in g and q, bedload 249 

transport rate in h and r, and total transport rate in i and s. The initial (dash-dotted lines), measured 250 

final (dotted lines) and modeled final (solid lines) of beach profiles are shown in j and t. Good 251 

model-data agreement suggests the present model is capable of representing the physical processes 252 

involved in these experiments. 253 

For the case of offshore sandbar migration, the breaking point appears in Figure 2a at the 254 

seaward bar flank (x ≈ 60 m). The predicted undertow velocity is closely related to breaking wave 255 

dissipation and has a peak slightly shoreward of the breaking point (Fig. 2c). Figures 2d and 2e show 256 

the comparisons between modeled and measured wave velocity skewness and asymmetry. It is noted 257 

that the wave seiching effects, which may affect wave skewness (Scott et al. 2009), are not 258 

considered in the present model, and have also been removed from the measured data presented here 259 

(Guannel et al. 2009).The measured velocity skewness increases from offshore to the breaking point 260 

due to shoaling and remains rather uniform across the surf zone (Fig. 2d). The model produces a 261 

reverse trend of this in the shoaling zone, but gives accurate estimates in the surf zone. On the other 262 

hand, there is a modest increase in the velocity asymmetry over the entire profile, which is captured 263 

correctly by the model (Fig. 2e). This phenomenon suggests that wave shoaling leads to an increase 264 
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in both velocity skewness and asymmetry while the broken waves maintain a fairly constant shape. 265 

Intensive sediment suspension induced by wave breaking (x ≈ 60 - 65 m) in the experiments was 266 

modeled accurately (Fig. 2f). Predictions and data agree, showing the maximum sediment suspension 267 

occurs at the same location to the maximum undertow, resulting in a large offshore-directed 268 

suspended load flux (Fig. 2g). Due to the saturation of broken waves, the sediment concentration and 269 

suspended load transport rate gradually decrease towards the shoreline. The model accurately 270 

reproduces the slight onshore bedload transport on the seaward side of the bar (x ≈ 50 - 58 m) due to 271 

wave nonlinearities, as well as the offshore bedload transport in the surf zone due to undertow (Fig. 272 

2h). The simulated total sediment transport rate has a consistent cross-shore distribution with the 273 

measurement (Fig. 2i). It is shown that the offshore sandbar migration (Fig. 2j) is essentially resulted 274 

from the local gradient of offshore-directed sediment transport rate over the bar. The similar profiles 275 

obtained for the total transport rate and undertow suggest undertow is the dominant forcing 276 

responsible for this event. Numerical model results show that suspended load plays a major role in 277 

transport processes near the breaking point. In the inner surf zone, both bed and suspended loads are 278 

equally important.  279 

During onshore sandbar migration, less wave breaking occurred as compared to the former case, 280 

and this resulted in smaller wave set-up and a weaker undertow (Figs. 2k-2m). Unlike the former 281 

case, undertow velocity gradually increases in the shoreward direction, reaches a peak located at the 282 

upper beach profile, and is without a local increase over the bar (Fig. 2m). This indicates that fewer 283 

waves are breaking when they propagate through the bar. The calculated undertow is in agreement 284 

with data. Figure 2n and Figure 2o show that the measured velocity asymmetry is approximately 285 

twice higher than its value during offshore migration, while the velocity skewnesses for both cases 286 

are comparable. However, the cross-shore distributions of nonlinear velocity parameters in this case 287 

are exhibiting a close dependence to the bathymetry. As shown in Figure 2n, the velocity skewness 288 
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decreases from the seaward boundary towards the seaward flank of the initial bar (x ≈ 50 - 60 m), 289 

then it increases over the initial bar and decreases over the area of final bar position (x ≈ 60 - 70 m), 290 

which is the region of active sandbar migration. After the final bar, velocity skewness increases 291 

towards the shoreline. Although model-data discrepancy occurs in the shoaling region, the model 292 

correctly produces the overall variation of velocity skewness. The measured velocity asymmetry 293 

continuously increases from offshore and reaches its maximum shoreward of the final bar crest (x ≈ 294 

67 m), and then decreases towards the shoreline (Fig. 2o). The model provides the accurate 295 

magnitude of velocity asymmetry over most of the profile. Compared to the case of offshore 296 

migration, the sediment concentration and the offshore-directed suspended load transport rate (both 297 

measured and modeled) are less and concentrated at the region shoreward of the final bar (x ≈ 72 m) 298 

(Fig. 2p and 2q), where breaking intensity and undertow velocity are relatively high. Over the active 299 

sandbar migration region (x ≈ 60 - 70 m), little or no sediment is suspended and transported. 300 

Consequently, the total sediment transport (Fig. 2s) is dominated by the onshore-directed bedload 301 

transport (Fig. 2r). This is reproduced by the model, leading to an accurate prediction of onshore bar 302 

migration (Fig. 2t). Model shows that the generation of the final bar depends on erosion of the initial 303 

bar, and that the onshore bedload transport is driven by strength of wave nonlinearities. 304 

 We investigated the individual effects of wave and undertow on the suspended load transport, 305 

as discussed in previous studies (e.g., Kobayashi et al. 2008; Grasso et al. 2011). The total suspended 306 

sediment transport rate is separated into the oscillatory wave-related and mean undertow-related 307 

transport rates with the following expression (van Rijn 1993): 308 

 

, ,s w s c

s

q q

q uc dz uc dz uc dz= = +∫ ∫ ∫ 

 

 (25)  309 

where qs,w and qs,c are the wave-related and undertow-related transport rates, respectively. Figure 3 310 

shows for both cases that suspended load flux is dominated by undertow-related transport and wave-311 
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related transport is less important. For offshore sandbar migration (Fig. 3a), wave-related transport is 312 

onshore-directed at x ≈ 60 - 65 m, and then it shifts to become offshore-directed at x > 65 m. For 313 

onshore sandbar migration (Fig. 3b), wave-related transport is always onshore-directed and has a 314 

peak at x ≈ 72.5 m. The magnitude of wave-related transport rate increases when both strength of 315 

flow and sediment concentration increase as depicted at x ≈ 60 - 65 m in Figure 2f and x ≈ 70 - 75 m 316 

in Figure 2p. 317 

 318 

Discussion 319 

Effects of Wave-undertow Interaction 320 

The present model considers wave-undertow interaction, which enables us to investigate the 321 

combined effects of wave and undertow on sediment transport. While undertow (wave) has been 322 

identified as the dominant mechanism for offshore (onshore) sandbar migration, it is of particular 323 

interest for us to look at the role of wave (undertow) during offshore (onshore) sandbar migration. 324 

We do this by comparing the present numerical results, including wave-undertow interaction, to 325 

results which exclude wave (undertow) effects for investigating offshore (onshore) sandbar 326 

migration. The wave effects can be excluded by eliminating the wave pressure term and the boundary 327 

layer streaming term in Eq. (5), and by using a time-invariant turbulent eddy viscosity. The undertow 328 

effects can be excluded by eliminating the mean pressure gradient term in Eq. (5). If undertow is 329 

neglected, Eq. (9) is not solved since the cross-shore mass balance is not required and the zero-flux 330 

condition is applied at the top boundary to yield realistic results. 331 

In Figure 4, modeled results are presented for wave-undertow interaction (solid lines) and 332 

undertow only (dashed lines) in panels (a)-(f) for offshore sandbar migration, and wave only (dashed 333 

lines) in panels (g)-(l) for onshore sandbar migration. Panels a and g show absolute values of the 334 
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crest (bolded lines) and trough (thin lines) Shields parameters (θc and θt); b and h provide depth-335 

integrated sediment concentration; c and i show suspended load transport rate; d and j are the bedload 336 

transport rate; e and k are the total transport rate; and f and l display beach profile evolution, in which 337 

the measured initial and final profiles are plotted with dash-dotted lines and dotted lines, respectively. 338 

Figure 4a to Figure 4f show the comparisons between modeled results with wave-undertow 339 

interaction and those with undertow only for offshore sandbar migration. Results indicate that the 340 

presence of wave increases remarkably both the crest and trough Shields parameters due to the 341 

increase of near-bed flow velocity. This leads to the enhanced sediment suspension (Fig. 4b) and 342 

suspended load transport (Fig. 4c), but as shown in Fig. 4d, the offshore-directed bedload transport 343 

rate is reduced considerably by waves over the bar (x ≈ 60 - 65 m). This is caused by wave 344 

nonlinearities which tend to produce onshore-directed bedload transport, given that θc is greater than 345 

θt in this region (Fig. 4a). For the case of wave-undertow interaction, although θc is larger than θt over 346 

the entire profile, the bedload transport is mostly offshore-directed. Since both θc and θc are large 347 

enough to move sediment, the offshore-directed bedload transport is resulted from the longer 348 

duration of negative flow phase than the positive flow phase under skewed waves and opposing 349 

undertow. Based on a laboratory observation, Grasso et al. (2011) showed that under the condition 350 

that θc/θt >1 and the undertow is weak, strong phase-lag effects associated velocity skewness can 351 

dominate the net offshore sediment transport. Our numerical model results indicate that under a 352 

relatively strong undertow, the condition of θc/θt >1 can occur, and in this case, phase-lag effects are 353 

less important (shown in Fig. 3) and the net offshore transport is dominated by undertow. Because of 354 

the increase of suspended load transport and the decrease of bedload transport, the total transport 355 

with wave-undertow interaction is similar to the undertow-only case (Fig. 4e), and the predictions of 356 

beach profile evolution are similar for both cases (Fig. 4f). 357 
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For the case of onshore sandbar migration, the presence of undertow indeed reduces the crest 358 

Shields parameter and increases the trough Shields parameter (Fig. 4g), leading to a slightly 359 

decreased concentration peak (Fig. 4h). As shown in Figure 4i, when undertow is not considered, the 360 

suspended load transport is purely driven by waves and is onshore-directed. Comparing Figure 3b to 361 

Figure 4i, we note that undertow not only results in an offshore-directed total suspended load 362 

transport, but also reduces the magnitude of onshore-directed wave-related suspended flux. This 363 

observation is qualitatively consistent with the suggestion of Ruessink et al. (2011), i.e., the opposing 364 

current causes more (less) sand stirring during the negative (positive) flow phase. In Figure 4j and 365 

Figure 4k, although undertow is relatively weak in this case, the undertow suppresses significantly 366 

the wave-induced onshore bedload transport and total transport. Notice that if values of θc/θt are high 367 

and θt is small as compared to their values during offshore sandbar migration, most sediment 368 

transport occurs during the positive flow phase. Consequently, the undertow-induced decrease of the 369 

onshore-directed beadload transport is due to decrease of bed shear stress during the positive flow 370 

phase. The simulation for wave-only case over-predicts the onshore movement of the sandbar (Fig. 371 

4l). Based on results discussed in this section, we conclude that the combined influence of wave and 372 

undertow on sediment transport shows the presence of a strong wave-undertow interaction, which 373 

should be properly included in numerical models for realistic simulations of nearshore sediment 374 

transport and sandbar migration. 375 

Model Parameters 376 

The calibration and sensitivity of model parameters are discussed in this section. The roller 377 

slope (β) affects the dissipation rate of surface roller, undertow velocity and the local turbulence. The 378 

scaling constant (fv) and the phase-shift angle (φ) affect the magnitude and the intra-wave varying 379 

pattern of turbulent eddy viscosity, respectively. The Prandtl/Schmidt number (σp) controls the 380 

amount of suspended sediment. According to Table 1, the values of fv are comparable to previous 381 
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studies (e.g., Reniers et al. 2004; Spielmann et al. 2004; Ruessink et al. 2007). A Prandtl/Schmidt 382 

number of less than unity is standard (van Rijn 1993). In this study, we will focus on two remaining 383 

parameters that have not been previously investigated in detail.  384 

The parameter β = 0.1 has been used in some studies (e.g., Reniers et al. 2004; Ruessink et al. 385 

2007). However, smaller values of β have also been reported (Ruessink et al. 2001). Based on the 386 

remote sensing of roller dynamics in the laboratory, Haller and Catalán (2009) found that a 387 

remarkably greater β (≈ 0.35) fitted best with measurements. We have investigated the effects of β in 388 

this study and model results are provided in Figure 5. Results for offshore sandbar migration are in 389 

panels (a-c), and onshore sandbar migration in (d-f). These include results for suspended load 390 

transport rate (a and d), bedload transport rate (b and e), and total transport rate (c and f) for β = 0.05 391 

(dotted lines), β = 0.1 (dashed lines), and β = 0.15 (solid lines). We found that β has a weak influence 392 

on sediment transport during onshore sandbar migration, and that larger β values are associated with 393 

increasing offshore-directed suspended load transport rate and reduced bedload transport rate (Fig. 394 

5d-5f). Consequently, the total transport rate decreases with an increase of β. An important effect of β 395 

on sediment transport during offshore sandbar migration can be seen in Figures 5a-5c. For large 396 

values of β, the suspended load flux increases after the breaking point (x ≈ 60 - 65 m) due to the 397 

locally enhanced roller dissipation, turbulence and sediment suspension, and decreases in the inner 398 

surf zone (x > 70 m) due to the more rapid decay of undertow current (Fig. 5a). For the bedload flux 399 

(Fig. 5b), high values of β tend to promote the offshore transport near the bar (x ≈ 57 - 68 m) due to 400 

the increasing turbulence and bed shear stresses. At x > 68 m, the bedload flux is stronger for small 401 

values of β because of strong undertow current in this region. For β = 0.05, the peak total transport 402 

rate occurs at the upper profile and no appreciable sediment transport occurs over the bar. Based on 403 

these results, we conclude that the effects of roller slope in the present model depend on details of the 404 



20 
 

local hydrodynamics and morphology. In general, too small values of β will fail to produce correct 405 

sediment transport processes. 406 

The phase-shift angle (φ) is a new parameter we have introduced in the present morphodynamic 407 

model, but we have little guidance how best to determine this parameter for practical applications. 408 

Indeed, the phase-relationships between flow velocity and turbulence have been observed in field and 409 

laboratory (e.g., Foster et al. 2006; Scott et al. 2009; Aagaard and Hughes 2010). However, the data 410 

and knowledge are lacking, and different turbulence characteristics were reported with varying 411 

intermittency, negative and positive correlations for the fluid velocity. The variations depend on 412 

different breaking conditions and are associated with site-specific sediment transport mechanisms. 413 

The empirical time-dependent turbulent eddy viscosity formulation (Eq. 7) introduced in this study 414 

describes the positive correlation between the velocity and turbulence intensity. This parameter 415 

promotes net onshore sediment transport. The intermittent features of turbulence, as well as the intra-416 

wave change of the eddy viscosity profile due to the vertical transport of both breaking- and bed-417 

generated turbulence, were not considered in this research. The parameter φ may be interpreted as a 418 

calibration parameter that compensates partially the missing processes and to yield improved 419 

modeling predictions. Nevertheless, the value of φ (30°) was adopted in this study, which is close to 420 

that (40°) used by Nielsen and Callaghan (2003), although this parameter is used to describe different 421 

mechanism here.  422 

In Figure 6, we provide model results for offshore sandbar migration (a-c) and onshore sandbar 423 

migration (d-f), using the conventional time-independent eddy viscosity formulation (bold solid 424 

lines) and the new time-dependent eddy viscosity formulation for φ = 0° (bold dashed lines), φ = 15° 425 

(thin dashed lines), φ = 30° (thin solid lines) and φ = 45° (dotted lines). Suspended load transport rate 426 

results are in panels a and d, bedload transport rate in b and e, and total transport rate in c and f. For 427 

both onshore and offshore sandbars, the time-averaged suspended load transport is not sensitive to 428 
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the intra-wave variation of eddy viscosity (Fig. 6a and 6d). However, the time-dependent eddy 429 

viscosity description reduces the offshore-directed bedload transport rate for the offshore migration 430 

(Fig. 6b), similar to the results shown in Fig. 4d. This indicates that the intra-wave variation of eddy 431 

viscosity promotes the onshore bedload transport driven by wave nonlinearities.  The value of φ has a 432 

negligible influence on sediment transport during offshore sandbar migration (Fig. 6a-6c). On the 433 

other hand, the onshore-directed bedload transport rate during onshore sandbar migration increases 434 

when the time-dependent eddy viscosity formulation is used and also increases as φ increases (Fig. 6e 435 

and 6f). The latter is because the crest Shields parameter increases with increasing values of φ. In 436 

particular, it is found that using the conventional time-independent eddy viscosity formulation cannot 437 

satisfactorily reproduce the onshore-directed bedload transport and fails to predict onshore sandbar 438 

migration. Although the present eddy viscosity formulation is empirical and contains parameters with 439 

uncertainties, as a preliminary attempt, it does show the significance of time-dependent eddy 440 

viscosity for an accurate modeling of wave-induced sediment transport and morphological evolution. 441 

A sensitivity test of the overall parameter set regarding the qualitative results was performed to 442 

obtain more insights into the present model behaviors.  The calibrated parameters for the offshore-443 

directed and onshore-directed cases are referred to as “offshore parameters” and “onshore 444 

parameters”, respectively. Figure 7 and Figure 8 present the results obtained using the same 445 

parameters are used for both  sandbars.  Although there are differences in the bar crest position and 446 

bar shape, the parameters initially calibrated for the offshore (onshore) sandbar also qualitatively 447 

reproduce the onshore (offshore) sandbar migration. This suggests the robustness and theoretical 448 

generalization of the proposed model. 449 

 450 

Conclusions 451 
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We provide in this paper a process-based onshore-offshore sandbar migration model that 452 

includes wave-undertow interaction. Extensive model-data comparisons of wave height, set-up, mean 453 

velocity, velocity skewness and asymmetry, sediment concentration, sediment transport rates and bed 454 

elevation change demonstrate the proposed model’s capability of predicting both onshore and 455 

offshore sandbar migration under moderate and energetic wave conditions. The focus is on the one-456 

dimensional sandbar migration in the cross-shore direction. Further studies should be conducted to 457 

expand the model to two-dimensions.  This extension is necessary to account for the effects of wave-458 

undertow interaction on two-dimensional sandbar evolution occurring in real world.  The numerical 459 

model has been extensively tested and validated with data, and good model-data comparison is 460 

obtained for wide range of test conditions investigated. Results show that the wave-undertow 461 

interaction significantly affects sediment transport and should be considered in sandbar migration 462 

modeling. Results indicate that during the offshore sandbar migration, waves enhance the undertow-463 

induced suspended load flux by stirring more sediment into suspension. During the onshore sandbar 464 

migration, even a weak undertow can remarkably suppresses the wave-induced onshore bedload 465 

transport by reducing the bed shear stress during the positive flow phase. The proposed empirical 466 

formulation of the time-dependent turbulent eddy viscosity is shown to significantly improve the 467 

prediction of onshore-directed bedload transport during the onshore sandbar migration. Comparisons 468 

of model-data indicated that the conventional time-independent eddy viscosity formulation could not 469 

reproduce the correct movement of cross-shore sandbars in nearshore.  470 
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